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RESUMO
Você deve estruturar o resumo de modo a descrever o seu trabalho com simplicidade e objetividade. Tenha
sempre em mente que o resumo é a apresentação do seu trabalho a leitores que provavelmente não estão
familiarizados com alguns termos e expressões que podem ser comuns em sua área de estudo. O texto do
resumo deve ser apresentado em um único parágrafo, sem recuo na primeira linha. A fonte usada deve ser
Arial, com 10 pontos de tamanho e alinhamento justificado. O resumo deve ter entre 150 e 200 palavras: por
exemplo, este texto possui exatamente 161 palavras. Na medida do possível, evite usar fórmulas, símbolos
matemáticos e referências bibliográficas em seu resumo. Se ambos os resumos ultrapassarem a página inicial
do documento, não há problema. Preferencialmente, procure apresentar o objetivo, o método de pesquisa, os
principais resultados e as conclusões possíveis a partir do seu trabalho. Um bom resumo informa de maneira
clara e objetiva o que será apresentado no texto.
PALAVRAS-CHAVE: palavra um; palavra dois; palavra três. (em ordem alfabética).

ABSTRACT
Colorectal cancer (CRC) is a leading cause of cancer-related death worldwide, with a strong correlation to
the abnormal growth of tissue known as polyps. These polyps exhibit various shapes and sizes, such as flat,
elevated, or pedunculated. This paper presents a deep learning approach for polyp segmentation in colonoscopy
images, based on the U-net architecture and incorporating pre-processing and post- processing techniques.
The approach aims to assist healthcare professionals in the accurate and early detection and diag- nosis of
CRC. The experiments achieved values of 0.962 for Precision and 0.948 for Recall, demonstrating the potential
of the proposed model as a valuable tool for enhancing patient outcomes, reducing public health expenses, and
improving overall colonoscopy quality.
KEYWORDS: colorectal cancer, polyp, image segmentation, colonoscopy images, U-net, deep learning,
pre-processing, post- processing).

INTRODUCTION

Colorectal cancer (CRC) is currently one of the leading causes of cancer-related death
worldwide, ranking as the third most common cancer in men and second in women [1]. In Bra-
zil, the number of cases is increasing, particularly in the Southern and Southeastern regions, where
the incidence is comparable to that in developed countries [2].
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CRC is associated with the abnormal growth of tissue called polyps, which can appear in
various shapes and sizes, such as flat, elevated, or pedunculated [3]. These polyps can be classified
based on their characteristics, and those identified as adenomas carry a higher risk of developing the
disease. Since all CRC cases originate from polyps, accurate diagnosis and treatment are crucial [4].

It is evident that accurate and early diagnosis significantly impacts the survival rate. Patients
with advanced stages of CRC have a lower life expectancy compared to those who receive an early
diagnosis[5,6]. In addition, CRC poses a considerable public health burden. It is estimated that by
2030, the costs associated with CRC will reach a billion Brazilian reais. Beyond the direct healthcare
expenses, there are significant losses in productivity due to early deaths and morbidity among patients,
which have a direct impact not only on the healthcare system but on the country’s overall economy [2].
Moreover, Kuga et al. (2023) demonstrate that despite the high performance of endoscopists, there
is still room for improvement. Colonoscopy is subject to human errors, poor bowel preparation, and
challenges in visualizing polyps. Leufkens et al. (2012) confirmed that 22-28% of polyps are missed
in patients [6]. Therefore, mechanisms that enhance colonoscopy quality, assisting endoscopists in
the diagnosis and visualization of polyps, can increase early diagnosis rates, reduce public health
expenses, and ultimately improve patient life expectation [4]. In this scenario, Deep Learning (DL)
algorithms can be a useful tool to assist endoscopists in the diagnosis and visualization of polyps due
to its higher performance in image segmentation and classification.

A possible approach for segmentation of medical images, specifically for colonoscopy, are
the convolutional neural networks, among them, we can highlight the U-net. Introduced in a 2015
paper by Ronneberger et al. [7], U-Net features a distinctive design that incorporates skip connections
between the encoding and decoding portions of the network. This design enables U-Net to capture
fine details and shapes in biomedical images more effectively while also handling small training
datasets more efficiently than other architectures. Besides, several studies showcase the potential for
further modifications and improvements to the U-Net architecture to better suit the needs of specific
applications, such as colorectal polyp detection.[8,9,10].

In this paper we analyze the performance of a U-net architecture to segment polyps in colonos-
copy images in order to assist health professionals in the detection and diagnosis of CRC.

METHODOLOGY

We employ a U-net architecture, implemented in Python, for image segmentation and classifi-
cation. The model’s efficiency is enhanced using pre- and post-processing techniques which will be
further explained in this section.

For model training, validation, and testing, we use two public colonoscopy image databases:
CVC-ClinicDB and Kvasir-seg. CVC-ClinicDB contains 612 images and masks, and was used in the
MICCAI 2015 Sub-Challenge on Automatic Polyp Detection [11]. Kvasir-seg comprises 1,000 images
and masks, designed for advancing segmentation and classification methods [12].

The segmentation model follows the U-net architecture patterns proposed in [7]. The input
image has a resolution of 256x256 pixels with 3 color channels.

The model requires batches of image pairs to train: the original image and its respective mask,
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where the polyp region is represented by white pixels. The pair must also have the same resolution.
The cost function used to train the model is “Dice Loss” with Adam as optimizer. The Dice Loss

measures the similarity between the mask and the predicted mask, evaluating the overlap of images.
This measure achieves its best value when both masks have the exactly same region activated.
Furthermore, the Dice Loss reflects both size and localization agreement [5].

The Adam optimizer is a strategy for stochastic optimization that makes use of only first-order
gradients and has low memory requirements. The technique uses estimates of the first and second
moments of the gradients to calculate customized learning rates for each parameter [5].

In addition, callback options are inserted to reduce the training time and select the model that
best performed on the validation set. The first callback from TensorFlow, named CSVLogger, is used
to store information about each epoch into a CSV file. Later, the history data is used to predict overfit
and convergence of both models. The second callback from TensorFlow, ModelCheckpoint, saves the
best model using a specific criteria: the model associated with the epoch with lowest validation loss.

The colonoscope, an instrument used in colonoscopy procedures, is a long flexible tube with a
diameter of around 1.3 cm, equipped with a tiny camera and a light source at its tip. The inner linings
of the intestines, known as the mucosa, can be somewhat glossy due to the presence of mucus, fluids,
and other secretions. This glossy surface can cause the light from the colonoscope to scatter and
create specular highlights. These specular highlights can distort or hide information in the image that
is essential for the segmentation process. As such, it is essential to preprocess the images, removing
specular highlights and other artifacts. To do so, the following steps are employed:

• Convert the image to grayscale and calculate a threshold based on the median value of the
image.

• Create a binary mask by setting pixels greater than the threshold to 1 and the rest to 0.

• Dilate the binary mask to cover the edges of the highlights.

• Inpaint the image using information from the neighboring region.

This technique also removes letterings from the colonoscopy images present in the Kvasir
dataset. By doing so, we improve the quality of the colonoscopy images and enhance the polyp
segmentation algorithm.

Moreover, in the pre-processing stage, the proposed U-net model takes 256x256 images as
input, so the images were cropped and resized to a 256x256 format, ensuring that the segmentation
model receives inputs of a consistent size without losing information regarding polyps. Initially, images
and their corresponding masks are loaded, and the square bounding box coordinates for the binary
mask are found. Both images are cropped using these coordinates.

In the resizing step, all the images are resized to the input size of the segmentation model using
OpenCV and then converted to JPEG format. Through cropping and resizing, the model receives
consistent input shapes, allowing it to focus on regions containing polyps and achieve accurate
segmentation results.
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The post-processing step utilized the morphologyEx method, which is publicly available in the
OpenCV library. This method involves performing two morphological operations in sequence: erosion
followed by dilation. This sequence is commonly used to reduce noise in images, particularly in the
context of binary masks.

In this case, the post-processing operation was applied to reduce noise in the generated masks.
The model sometimes produced loose positive pixels scattered randomly across the masks, which
did not carry any meaningful information and could be removed without affecting the overall accuracy
of the segmentation. By applying the erosion-dilation sequence, these isolated positive pixels were
effectively eliminated, resulting in cleaner, more accurate segmentation masks. This, in turn, led to
improved polyp detection and better overall performance of the segmentation pipeline algorithm.

Two different models are trained using images subjected to this process: the first model is
trained with the full dataset without any pre-processing, while the second model is trained with all
images, excluding the cropped data, with pre-processing applied.

Several metrics are used to evaluate the model: Structural Similarity Index Method (SSIM)
[13], Jaccard Index [14], Precision and Recall. The Intersection Over Union (IoU) was not used as an
evaluation metric once it was applied as the cost function.

RESULTS

We trained two U-net models on CVC-ClinicDB and Kvasir-seg for colonoscopy image segmen-
tation. The first model used un-preprocessed, cropped images, and the second used preprocessed,
uncropped images. Both models were evaluated using metrics such as SSIM, Jaccard Index, Precision,
and Recall (Table 1).

Both models showed overfitting, with the second model being more susceptible, possibly due
to noise introduced by preprocessing. The training losses for both models decreased consistently
across epochs until no further improvement was observed in the validation set (Figs. 1(a) and 1(b)).

(a) (b)

Figura 1 – (a) Training loss without pre-processing and cropped images and (b) Training loss with pre-processing
and no cropped images

Post-processing improved the visual quality of the generated masks but had mixed effects on
the metrics. Specifically, the first model saw minor improvements in SSIM and Precision but declines
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in Jaccard and Recall. Conversely, the second model’s metrics worsened across the board (Table 1).
The visual enhancements were achieved through erosion-dilation using the morphologyEx method,
resulting in cleaner segmentation masks (Fig. 2).

Tabela 1 – Results of both models with and without post-processing
pre-
processing

Cropped
Images

Post-
Processing

SSIM Jaccard Precision Recall

Yes No No 0.930 0.821 0.959 0.852
Yes No Yes 0.932 0.819 0.962 0.848
No Yes No 0.925 0.837 0.879 0.948
No Yes Yes 0.886 0.738 0.850 0.876

Figura 2 – Comparison between masks from each model and the original mask

CONCLUSION

In this study, we introduced a U-net-based model for polyp image segmentation in colorectal
cancer detection, supplemented by effective post-processing techniques. The model serves as a
valuable tool for colonoscopists, aiding in early and accurate diagnosis while improving adenoma
detection rates. This has implications for enhancing patient outcomes and reducing healthcare costs.

However, the model faces limitations like overfitting. Future work should focus on enlarging
the training dataset and refining preprocessing methods. Exploring architectural modifications and
transfer learning could also enhance generalization.
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